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Existing Lp attacks have compromises, where L1 is strong but visible, L2 is invisible yet weak, and L∞ is a balanced tradeoff between performance and visual quality

We can combine these different attacks by selecting the perturbations per pixel to leverage the strong suit of each to create a better adversarial attack

Since this attack is multi-normed, it works well against novel multinorm defenses, that simultaneously guard against adversaries under different Lp norms.

Attack different Lp norms to obtain different perturbations

Select the best perturbations per-pixel by optimizing a low-temperature softmax

mixing coefficients, then use a hardmax at the end

Use a custom per-pixel projection operator to ensure visual quality

We reuse the mixing weights after each iterations

Softmax temperature is set to 0.01

17 attack iterations yield the best result

For ImageNet, our method outperforms other attacks significantly

For CIFAR, we outperform all other attacks except AA-L1, while not

degrading image quality obviously.

For multinorm defenses (Maini et. al), our attack also yield

noticeably lower robust accuracy.

We compare our method with standard PGD and AutoAttack ensemble.

DISCUSSION

Intuition behind strength vs. visual quality tradeoff of AutoAttack: L1 perturbation is

sensitive to target class; L2 is sensitive to the source class; L∞ is just random noise.

By selecting the best perturbation per-pixel, we can harness the best of all worlds

Our method tradeoff is in running time, since we have to backprop at every iteration.

For offensive security, MPA may hold ethical implications. Regardless, we hope that

our research will to more robust defenses against stronger and diverse attacks.


